A method of generating secondary questions in a question-answer system. Missing information is identified from a corpus of data using a computerized device. The missing information comprises any information that improves confidence scores for candidate answers to a question. The computerized device automatically generates a plurality of hypotheses concerning the missing information. The computerized device automatically generates at least one secondary question based on each of the plurality of hypotheses. The hypotheses are ranked based on relative utility to determine an order in which the computerized device outputs the at least one secondary question to external sources to obtain responses.
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110. Provide A Question-Answer System
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150. Output An Inquiry To Obtain The Missing Data
160. Receive A Response To The Inquiry
170. Validate The Response
180. Add The Obtained Missing Data To The Question-Answer System
Eleazar killed one of these huge beasts

Eleazar stabbed an elephant from underneath

The missing link here is "killed" "stabbed."
Example 1: follow-on inquiries example can be Natural Language Questions:

- If I know that Eleazar stabbed an elephant from underneath, can I conclude that Eleazar killed an elephant?
- If I know that Eleazar stabbed an elephant from underneath, would I suspect that Eleazar killed an elephant?

Example 2: follow-on inquiries can be multiple-choice taxonomies, using text and/or diagrams:

A) "kill" and "stab" are synonyms
B) "kill" is a hyponym of "stab"
C) "kill" is a hypernym of "stab"
D) "kill" overlaps with "stab"
E) None of the above
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GENERATING SECONDARY QUESTIONS IN AN INTROSPECTIVE QUESTION ANSWERING SYSTEM

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] The present invention claims the benefit under 35 U.S.C. §120 as a continuation of presently pending U.S. patent application Ser. No. 13/610,267, filed on Sep. 11, 2012, the entire teachings of which are incorporated herein by reference.


BACKGROUND

[0003] The present disclosure relates to question-answering (QA) systems, and more specifically, to a system and method to generate secondary questions to ask users from which the system can improve its ability to understand and answer questions.

[0004] In information retrieval, question answering (QA) is the task of automatically answering a question posed to the system. To find the answer to a question, a QA computer program may use either a pre-structured database or a collection of documents, such as a data corpus such as the World Wide Web or a local database. Question answer (QA) systems occasionally produce failures in executing their tasks, such as providing an incorrect answer response to question inputs. Consequently, in order to enhance the efficiency and utility of QA systems, solutions are required to address these failures adequately.

SUMMARY

[0005] According to an embodiment herein, a method of generating secondary questions in a question-answer system is disclosed. Missing information is identified from a corpus of data using a computerized device. The missing information comprises any information that improves confidence scores for candidate answers to a question. The computerized device automatically generates a plurality of hypotheses concerning the missing information. The computerized device automatically generates at least one secondary question based on each of the plurality of hypotheses. The hypotheses are ranked based on relative utility to determine an order in which the computerized device outputs the at least one secondary question to external sources to obtain responses.

[0006] According to another embodiment herein, a computer implemented method of generating follow-on inquiries in a question answering system is disclosed. An automated question answering system operating on a computerized device attempts to answer a question. A plurality of candidate answers to the question is generated. A confidence score for each of the plurality of candidate answers is determined based on evidence used to generate the candidate answers. Missing information is identified from a corpus of data. The missing information comprises any information that improves confidence scores for candidate answers to the question. The computerized device automatically generates at least one follow-on inquiry based on each of the plurality of hypotheses. The hypotheses are ranked based on relative utility to determine an order in which the computerized device outputs the at least one secondary question to external sources to obtain responses.

[0007] According to another embodiment herein, a method is disclosed. A first question to be answered by a Question Answering (QA) system is provided to a processor. The processor creates a collection of candidate answers to the first question. The collection of candidate answers is created from a corpus of data. The processor generates supporting evidence for each candidate answer. An evidence analysis module identifies missing information from the corpus of data. The missing information comprises any information that improves confidence scores for the candidate answers. The processor generates a plurality of hypotheses concerning the missing information. The evidence analysis module produces a secondary question based on each hypothesis. The processor ranks the hypotheses based on relative utility to determine an order in which the QA system outputs the secondary question to external sources.

[0008] According to another embodiment herein, another method is disclosed. A question is received into a Question Answering (QA) system. The QA system compares the question to a corpus of data. The QA system creates a collection of candidate answers to the question from the corpus of data. The QA system identifies missing information from the corpus of data; the missing information comprises any information that improves a confidence score for at least one candidate answer in the collection of candidate answers. The QA system generates a plurality of hypotheses concerning the question and the collection of candidate answers. The QA system generates at least one follow-on inquiry based on each of the plurality of hypotheses. The QA system ranks the hypotheses based on relative utility to determine an order in which to output at least one follow-on inquiry to external sources.

[0009] According to another embodiment herein, a computerized device for generating secondary questions in a question-answer system is disclosed. The computerized device comprises a question-answer system comprising software for performing a plurality of question answering processes and a corpus of data. A receiver receives a question into the question-answer system. A processor that generates a plurality of candidate answers to the question is connected to the question-answer system. The processor identifies missing information from the corpus of data; the missing information comprises any information that improves confidence scores for candidate answers to the question. The processor generates a plurality of hypotheses concerning the missing information. The processor generates at least one secondary question based on each of the plurality of hypotheses. The processor ranks the hypotheses based on relative utility to determine an order in which to output the at least one secondary question to external sources.
According to another embodiment herein, a computer system for generating follow-on inquiries in a question-answer system is disclosed. The computer system comprises an automated question answering (QA) system comprising a corpus of data, a processor, and a receiver. The processor has software for performing a plurality of question answering processes. The receiver receives a question into the automated QA system. The processor compares the question to the corpus of data and generates a plurality of candidate answers to the question from the corpus of data. The processor identifies missing information from the corpus of data; the missing information comprises any information that improves a confidence score for at least one candidate answer in the plurality of candidate answers. The processor generates a plurality of hypotheses concerning the question and the plurality of candidate answers. The processor generates at least one secondary inquiry based on each of the plurality of hypotheses. The processor ranks the hypotheses based on relative utility to determine an order in which the QA system outputs the at least one follow-on inquiry to external sources.

According to another embodiment herein, a question answering (QA) system is disclosed. The QA system comprises a processor. An evidence analysis module is connected to the processor. A first interface is connected to the processor. A corpus of data is connected to the evidence analysis module. The first interface receives a first question to be answered by the QA system. The processor creates a collection of candidate answers to the first question from the corpus of data. Each candidate answer has supporting evidence and a confidence score generated by the processor. The evidence analysis module identifies missing information from the corpus of data. The missing information comprises any information that improves confidence scores for the candidate answers. The processor generates a plurality of hypotheses concerning the missing information. The evidence analysis module produces a secondary question based on each hypothesis. The processor ranks the hypotheses based on relative utility to determine an order in which the QA system outputs the secondary question to external sources.

According to another embodiment herein, a non-transitory computer readable storage medium readable by a computerized device is disclosed. The computerized device comprises a question-answer system. The non-transitory computer readable storage medium stores instructions executable by the computerized device to perform a method. According to the method, missing information is identified from a corpus of data. The missing information comprises any information that improves confidence scores for candidate answers to a question. A plurality of hypotheses concerning the missing information is automatically generated. At least one secondary question is automatically generated based on each of the plurality of hypotheses. The hypotheses are ranked based on relative utility to determine an order in which to output the at least one secondary question to external sources to obtain responses.

DETAILED DESCRIPTION

It will be readily understood that the embodiments herein, as generally described and illustrated in the figures herein, may be arranged and designed in a wide variety of different configurations in addition to the described embodiments. Thus, the following detailed description of the embodiments herein, as represented in the figures, is not intended to limit the scope of the invention, as defined by the appended claims, but is merely representative of selected embodiments. The following description is intended only by way of example, and simply illustrates certain selected embodiments herein.

The QA system described herein is not merely a document search system. One key difference between QA technology and simple document search technology is that a document search typically takes a keyword query and merely returns a list of documents, ranked in order of relevance to the query. On the other hand, QA technology takes a question expressed in natural language, seeks to understand it in detail, and returns a precise answer to the question. A typical scenario is for an end user to enter a question in natural language form, much as if they were asking another person, and for the system to sift through vast amounts of potential evidence to return a ranked list of the most compelling, precise answers. These answers may also include summaries of their justifying or supporting evidence, allowing the user to quickly assess the evidence and select the correct answer.

Given sufficient search data, a document search can usually find documents or passages containing some keywords in common with the query, but lacks the precision, depth, and understanding necessary to deliver correct answers with accurate confidence.

While an Internet web search engine has access to an immense source of information and can quickly find relevant web pages given a small number of query terms, such a search engine does not generate precise answers to the questions. A web search engine does not return answers; rather, it is designed to return a ranked list of web pages that the user may be trying to find.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments herein will be better understood from the following detailed description with reference to the drawings, which are not necessarily drawn to scale and in which:

FIG. 1 is a flow diagram of a method according to an embodiment herein;

FIG. 2 is an illustration of aspects of a system according to an embodiment herein;

FIG. 3 is an illustration of aspects of a system according to an embodiment herein;

FIG. 4 is an illustration of aspects of a system according to an embodiment herein;

FIG. 5 is an illustration of inquiry examples according to an embodiment herein;

FIG. 6 is a flow diagram illustrating aspects of a process according to an embodiment herein;

FIG. 7 is an illustration of articles of manufacture according to embodiments herein;

FIG. 8 is a schematic diagram of a hardware system according to embodiments herein.

FIG. 9 is a schematic diagram of a deployment system according to embodiments herein;

FIG. 10 is a schematic diagram of an integration system according to embodiments herein;

FIG. 11 is a schematic diagram of an on demand system according to embodiments herein;

FIG. 12 is a schematic diagram of a virtual private network system according to embodiments herein;

FIG. 13 is a schematic diagram of a virtual private network system according to embodiments herein.
A challenge for even finding the relevant documents is the issue of choosing the right set of keywords to retrieve those documents. Many questions contain information that is not necessary for answering the question, but is provided for educational and/or entertainment purposes. Moreover, the question may use terms that are different from those used in evidence that may contain a correct answer. As a result, formulating an effective query that returns the relevant documents is a critical and non-trivial task.

In some cases, the question requires an answer that must be synthesized from multiple pieces of evidence from multiple source documents; that is, the answer is a list of items or a logical combination of two or more items. These answers do not appear in any one place. Rather, the QA technology must synthesize the answer from independent sources to form a final answer.

Classic knowledge-based artificial intelligence approaches to QA systems try to logically prove an answer is correct from a logical encoding of the question and all the domain knowledge required to answer it. Such approaches are stymied by the prohibitive time and manual effort required to acquire massive volumes of knowledge and formally encode it as logical formulas accessible to computer algorithms and the difficulty of understanding natural language questions well enough to exploit such formal encodings, if available. Consequently, QA systems tend to falter in terms of breadth, but when they succeed, they are very precise.

Aspects of the various embodiments implement the use of failures in QA systems to motivate inquiries for common sense knowledge and employ crowd sourcing to respond to those inquiries. These failures can be used in QA processes to determine what common-sense knowledge would be useful to have in order to improve answer retrieval. One aspect of the QA system is to be able to discover and pose follow-on inquiries to a user (or an external expert community) that, if answered, will improve the ability of the QA system to understand and evaluate supporting evidence for questions. Furthermore, the acquired common-sense knowledge can be applied either off-line or during a live question answering session. Moreover, specific QA process failures can be identified and used to identify specific gaps in the system’s common-sense knowledge, which can then be filled. Additionally, specific failures common-sense knowledge questions are provided and employed.

According to embodiments herein, when the QA system is unable to obtain an answer with a high degree of confidence, the QA system generates and poses follow-on inquiries in order to acquire information that can change the degree of confidence in an answer. The QA system solicits responses to the follow-on inquiries from external sources either in online mode, in which case the external sources’ response to the follow-on inquiry will influence the QA system’s answer to the current question, or in offline mode, where follow-on inquiries are dispatched to an external expert community at a later time.

It is often the case that the information need is not well captured by the QA system, as the question processing part may fail to classify the question properly or the information needed for extracting and generating the answer is not easily retrieved. In such cases, the QA system may reformulate the question or request assistance from an outside source.

The use of an external source of information to obtain information is known in the art as crowd sourcing. Crowd sourcing is a process that involves sending tasks to a distributed group of people. In crowd sourcing, the task or problem is typically sent to an undefined public rather than a specific body. Using failures of the QA system to motivate inquiries for common sense knowledge and employing crowd sourcing to respond to those inquiries, embodiments herein can evaluate agreement among the various respondents regarding responses to the inquiries in order to validate that the respondents are human and that the responses were not generated by an automated script.

In some embodiments, a question may be related to an interrogatory searching for specific information, such as, “What is the capital of New York?” In some embodiments, a question may be posed in the form of an answer or statement, such as done in the popular game show “Jeopardy!”

FIG. 1 is a flow diagram illustrating one non-limiting embodiment herein. According to FIG. 1, one embodiment described herein enables a computer implemented method for enhancing the accuracy of a question-answer system in providing responses to questions input to the question-answer system.

The first step of the method, at 110, involves providing the QA system. The QA system uses multiple question-answering processes and evidence from a corpus of data to provide answers to questions. The details regarding processes and evidence for an example QA system that can be used in a preferred embodiment are described in co-pending U.S. patent application Ser. No. 12/152,411, incorporated herein by reference.

In the next step of the method, at 120, a question is input to the QA system. The question may be in the form of a statement or an answer seeking an appropriate question.

Next, at 130, a failure in a question answering process is determined. The QA system generates one or more candidate answers to the question, each candidate answer having an associated confidence scores based on results from scoring processes/algorithms for pieces of evidence extracted from a corpus of data. A failure may result either from an inability to generate a candidate answer with a confidence score above a threshold value or if the QA system cannot interpret the question correctly. Additionally, a failure may result from an individual piece of evidence receiving a score below a threshold value.

At 140, the failure is used to determine a missing piece of information. The missing piece of data/information may be data/information that would enable the QA system to improve a score for a piece of evidence, for example a passage, wherein the score for the piece of evidence is used in a confidence score for a candidate answer. The missing information may be any item of data, a fact, a syntactical relationship, a grammatical relationship, a logical rule, a taxonomy rule, a grammatical rule, or any other information that would increase a determined score for a piece of evidence that may support or refute a candidate answer to the question.

Next, at 150, a follow-on inquiry is output to obtain the missing piece of information. The inquiry may be directed to outside sources that can include a variety of users in an expert community who may be human users or may be other electronic systems capable of providing a response, such as other QA systems. A follow-on inquiry may involve, for example, keyword matching, expansion of the original question, and/or a request for lexical semantic relationships. For example, the QA system might request a clarification of what
sense a word is being used or what type of information is being requested in the question.

At 160, the QA system receives a response to the follow-on inquiry. The response is returned by a human user, expert community, or other QA system.

At 170, the response to the follow-on inquiry is validated to confirm the missing piece of data. The validation may include validation that the response is supported by a threshold number of experts, humans, or QA systems.

Finally, at 180, the obtained missing piece of data is added into the question-answer system. Again, the missing piece of data may be any item of data, a fact, a syntactical relationship, a grammatical relationship, a logical rule, a taxonomy rule, a grammatical rule, or any other information that would increase a determined score for a piece of evidence that may support or refute a candidate answer to the question. The missing piece of data may be input into the corpus, algorithm, process, logical rule, or any other location or combination thereof wherein the data may affect the resulting score for a piece of evidence.

In some embodiments, at least one step of the method is carried out using a computer device.

Referring to FIG. 2, a general workflow of the QA system 210 is shown. The QA system 210 receives a question or questions 220 and searches a corpus of data 225 to extract pieces of evidence 230, 240, 250 that are evaluated by a number of algorithms in order to generate candidate answers 285 to the question 220. The QA system 210 attempts to generate many candidate answers 285 to the question 220 presented. To do so, the QA system 210 considers a wide variety of information, e.g., texts of all kinds, web documents, reference books, novels, plays, encyclopedias, dictionaries, thesauri, textbooks, and technical reports, included in the corpus of data 225.

The corpus of data 225 includes quantities of digitally encoded, structured and unstructured information, such as fragments of documents, passages, internal or external knowledge bases, natural language documents, contents of corporate intranets, reference books, textbooks, technical reports, blogs, etc. These lists are intended to be non-limiting examples of sources of information for the QA system 210. The vast majority of the corpus of data 225 comprises a wide variety of natural language text. Some of the data may be structured (formal knowledge bases) and some of the data may be semi-structured (tagged text) or unstructured (un-tagged text) in order to help interpret text and refine answers.

As used herein, 'pieces of evidence' refers to the specific information or data that the QA system 210 evaluates to support or refute candidate answers 285 to the question 220. The QA system 210 draws pieces of evidence from the corpus of data 225. The term piece of evidence is not intended to limit the length of evidence used and may include a document, passage from a document, data, meta-data, one or more entries in a database, or any other information capable of contributing to a confidence score for a candidate answer. Additionally, as used herein, 'logical rules' refer to the lexical, grammatical, and/or semantic relationships that the QA system 210 uses to generate and score candidate answers 285 to the question 220 based on the pieces of evidence. The logical rules enable the QA system 210 to draw an inference from the pieces of evidence in order to evaluate the candidate answers 285.

In trying to generate and evaluate candidate answers 285, the QA system 210 extracts pieces of evidence from the corpus of data 225. The pieces of evidence, based on the question, can be fit into three categories: good evidence 230, bad evidence 240, and marginal evidence 250. The QA system 210 compares the question 220 to the data in the corpus of data 225 and assigns an evidence score to the extracted evidence based on how well the evidence matches the question 220. Sometimes there is data in the corpus of data 225 that clearly and directly relates to the input question. This is referred to as ‘good’ evidence. Good evidence 230 is a piece of evidence with a high evidence score; that is, an evidence score above a previously established evidence threshold value such that it contributes significantly to a confidence score for a candidate answer. Conversely, bad evidence 240 is a piece of evidence with such low relevance that it does not contribute to a confidence score for a candidate answer. A QA system 210 may not extract bad evidence from the corpus, or may extract bad evidence in order to evaluate and determine outright that this evidence will not provide a candidate answer with any confidence. Lastly, there are also pieces of evidence that the QA system 210 is able to identify as relevant to the question, and may produce an evidence score that contributes significantly to a confidence score for a candidate answer if a missing link or missing piece of information is provided. A missing link or missing piece of information could be described as all the marginal evidence, or a subset of the marginal evidence (either all relatively high scoring marginal evidence, all relatively low scoring marginal evidence, or some middle range of scores for the marginal evidence (based on predetermined score parameters)). Thus, if a piece of marginal evidence falls within some predetermined score range, it would be considered a piece of missing information, for which additional information will be obtained. In other words, marginal evidence 250 is evidence that the QA system 210 can use in generating and evaluating candidate answers 285, but is lacking in some manner, such that the score for the piece of evidence does not contribute significantly to the overall confidence score for a candidate answer 225. A low confidence score for all candidate answers 285 indicates that the QA system 210 should obtain additional information or assistance to further develop the confidence scores of the candidate answers 285. In other words, low confidence scores may serve as a trigger for the QA system 210 to evaluate whether pieces of evidence 230, 240, 250 for a candidate answer 285 are marginal evidence 250 such that a missing information or missing link may be identified.

The QA system 210 uses the good evidence 230 and the marginal evidence 250 to generate and evaluate candidate answers 285. Each candidate answer 285 is assigned a confidence score, which is an aggregation of the evidence scores. A candidate answer 285 with a low confidence scores; that is, confidence scored below a previously established confidence threshold value indicates that the QA system 210 should obtain additional information or assistance to further develop the confidence scores of the candidate answers 285. In other words, bad evidence does not contribute to the candidate answers 285, marginal evidence contributes only partially to the candidate answers 285, and good evidence provides high confidence in the candidate answers 285.

For a candidate answer generated, the QA system 210 evaluates a self-assessed probability that the candidate answer 285 is a correct answer to the question 220, or, in other words, the QA system 210 generates a confidence score for a candidate answer 285. In order to generate candidate answers 285, the QA system 210 analyzes the question to figure out
what is being asked. It also analyzes the corpus of data 225 based on the question 220 in order to extract candidate answers 285 and computes a reliable confidence in light of whatever supporting or refuting pieces of evidence 230, 240, 250 it finds. To obtain confidence in a candidate answer 285, the QA system 210 attempts to justify the answer by multiple sources in the corpus of data 225. The degree to which the probability that the candidate answer 285 is a correct answer to the question 220 correlates to the confidence score for the candidate answer 285. The QA system 210 can then rank the candidate answers 285 based on the confidence scores.

The QA system 210 generates follow-on inquiries 260 to supplement the marginal evidence 250 by identifying an aspect of the piece of evidence that is lacking, in other words, identifying the missing piece of information or missing link. The QA system 210 uses follow-on inquiries 260 to clarify the aspect of the evidence that the QA system 210 failed to understand. According to an embodiment herein, the follow-on inquiries 260 are sent to an external source 272, which may include a community of potential respondents 270, which may be an electronic network, such as the Internet 275. After the responses 280 to the follow-on inquiries have been evaluated, the validated responses may then be fed back into the QA system 210 as data, a fact, a syntactical relationship, a grammatical relationship, a logical rule, a taxonomy rule, a grammatical rule, or any other information that would increase a determined score for a piece of evidence that may support or refute a candidate answer to the question. The potential respondents 270 may be from an external expert community who may be human users or other electronic systems capable of providing a response, such as other QA systems. The responses 280 to the follow-on inquiries may include the missing information or missing link necessary to make the marginal evidence 250 useful in order to improve the confidence scores of one or more candidate answers 285. Such missing information can be used to produce improved candidate answers 285 to the input question or can be used to produce subsequent follow-on inquiries 260. In either case, the information can be used to enhance the internal knowledge base of the QA system 210 and improve the confidence in the candidate answers 285. The missing information included in the responses 280 to the follow-on inquiries can also help improve answering processes used by the QA system 210 by incorporating the information of the response, and the manner that provided the response, into the question answering processes.

Inputs to the QA system 210 may include questions 220, the evidence extracted from the corpus of data 225, and responses 280 to follow-on inquiries. Outputs from the QA system 210 include candidate answers 285 and follow-on inquiries 260. This provides low cost, continuous knowledge acquisition.

FIG. 3 shows one approach to identifying marginal evidence 250. The QA system 210 receives a question 320 and parses the question into a collection of elements 340. The QA system 210 searches the corpus of data 225 for a piece of evidence, for example a passage, such as 330, to support or refute a candidate answer 285 to the question 320. The QA system 210 parses the passage 330 into a collection of elements 350. The QA system 210 analyzes the passage 330 by seeking to match, or associate in some manner, the elements 340 in the question 320 and the elements 350 in the passage 330 based on lexical, grammatical, and/or semantic relationships. The QA system 210 may, for example, attempt to match the various individual elements, such as 345, 355 with corresponding semantic roles in the question 320 and the passage 330. The QA system 210 then classifies the passage as good, bad, or marginal, as indicated at 360. As used herein, "marginal" means that some part of the passage 330 may be relevant, but it needs additional information to improve a score for the piece of evidence based on a scoring algorithm or process. This additional information can be labeled as a "missing link" or "missing information" that, when connected or combined with the other information in the passage 330, enables the QA system 210 to further develop the confidence score of the candidate answers 285.

In the approach illustrated in FIG. 3, the inputs to the QA system 210 include the question 320 and the passage 330 that is used for comparison to the question 320. Outputs from the QA system 210 include classification of the passage 330 into good, bad, and marginal matches to the question 320 or simply identification of the marginal evidence, without requiring identification of the good or bad evidence. The marginal evidence includes missing information; thus, follow-on inquiries 260 can be generated in order provide the missing information from an external source.

The QA system 210 may employ a variety of specific mechanisms for finding marginal evidence. Aligning questions to sample passages is one of the ways the QA system 210 uses evidence to evaluate candidate answers 285. Given an answer key, it can be used to drive the search for near misses. In general, there are many kinds of "near miss" failures that the QA system 210 could encounter, for example:

- **Answer typing:** the system could have determined that the answer had the correct type if only it had known that two types were equivalent.
- **Keyword search:** the system could have found a relevant passage using a keyword search if only it had expanded some keyword in the clue; e.g., by synonyms, antonyms, related terms, etc.
- **Relation detection for knowledge-base lookup:** the system could have looked up the answer in a knowledge base if only it had figured out what relationship the question was asking for.
- **Paraphrases:** the system could have aligned more nodes in question 340 and passage 350 in FIG. 3 if it had known that some terms, such as "ind" 348 and "mp" 358 are synonyms, or that some texts in the question and in the passage are paraphrases of each other.

Each kind of near miss can imply some kind of semantic inquiry.

In some embodiments, mismatched elements, such as 345, 355, may actually be equivalent or have a counterpart as a logically necessary consequence. A follow-on inquiry 260 can be used to determine whether the mismatched elements are equivalent. Such follow-on inquiry 260 can use the equivalence to decide if the passage 330 aligns with the question 320, and can also be used to resolve similar alignment problems in future questions.

The QA system 210 analyzes lexical, grammatical, and semantic relationships of the words within each question 320; therefore, the QA system 210 breaks each question 320 down into many separate elements 340 (including keywords, equivalent keywords, logical relationships, restrictions, subject categories, etc.). For example, the good evidence 330 matches a sufficient number of the elements to provide high score for the piece of evidence; that is, a score above a threshold value that contributes significantly to a confidence score.
for a candidate answer 285. In other words, the marginal evidence 250 matches some of the elements of the question 320, but not all such elements resulting in a score for the piece of evidence below a previously established threshold value. The systems and methods herein identify the elements of the question 320 that the marginal evidence elements were not able to match. Thus, the systems and methods herein identify the portions of the question 320 that were not provided by the marginal evidence 250, and generate follow-on inquiries 260 to request information from external sources 272 to supply information to clarify the portions of the question 320 that were not provided by the marginal evidence 250. In some embodiments, the follow-on inquiries 260 may use a natural language format.

[0066] In other words, the systems and methods herein automatically identify the missing link that, if known, would increase the confidence score for one or more candidate answers 285. This missing link can be an item of data, a fact, a syntactical relationship, a grammatical relationship, a logical rule, a taxonomy rule, a grammatical rule, etc. By generating the follow-on inquiry, systems and methods herein can receive a number of responses (from, for example, a crowd sourcing environment). These responses can be filtered to make sure that the responses are from actual humans (as opposed to computerized answering systems), for example, based on responses to supply missing information that a machine would have trouble answering. Additionally, the responses can be filtered to make sure that the responses are above a certain level of accuracy (based upon the reputation of the responder, correlation with the known correct answer, agreement of the responses with one another, etc.). Then, once the responses are filtered, the high-quality, human-based responses can be utilized to increase the knowledge base of the question answer system and/or generated to generate additional rules to help the question answer system score and rank the candidate answers 285.

[0067] FIG. 4 exemplifies a practical application of the approach to identify marginal evidence illustrated in FIG. 3. In FIG. 4, the QA system 210 compares the question 420 to the passage 430. In the example of FIG. 4, the question 420 is “Eleazar killed one of these huge beasts.” In other words, the question 420 is looking for an answer as to what type of beast was killed by Eleazar. In other aspects of the QA system 210 not shown, the piece of evidence, or passage 430, has been identified as relevant to answering the question 420. In performing the analysis between the passage 430 and the question 420, the QA system 210 evaluates the text for lexical, grammatical, and/or semantic relationships among the elements 440 of the question 420 and the elements 450 of the passage 430. In the example of FIG. 4, the QA system 210 can match some elements, such as Eleazar 446, to conclude that the passage is of some relevance. The QA system 210 may be able to determine that an “elephant” is a “huge beast”. However, the QA system 210 may not be able to determine that “stabbed” 457 and “killed” 447 have a logical relationship. This failure of the QA system 210 reveals missing information or a missing link 460. In this example, the missing link is to resolve whether “killed” 447 is logically related to “stabbed” 457. According to an embodiment herein, the system concludes that the passage 430 would receive a higher score and contribute more significantly to the confidence score for a candidate answer 285 of “elephant” if “killed” is logically related to “stabbed.” Therefore, in this example, the systems and methods herein could generate a follow-on inquiry 260 that asks for a crowd source response to the question “does stabbing imply killing?” If the response 280 to this follow-on inquiry is to the affirmative, the systems and methods herein can automatically learn that the two words may be synonyms.

[0068] According to an embodiment herein, FIG. 5 provides examples of some specific examples of follow-on inquiries 260. As illustrated in Example 1 of FIG. 5, natural language follow-on inquiries 510 are actual natural language questions generated by the QA system 210 that can be supplied directly to external sources 272, such as another QA system, another information source, or human respondents 270 on an electronic network (such as the Internet 275), so that the QA system 210 can acquire the missing information needed to better respond to the question 220.

[0069] As illustrated in Example 2 of FIG. 5, given the context of the question and passage, the follow-on inquiries can be multiple-choice taxonomies using text and/or diagrams 515. As would be known in the relevant art, synonyms are different words with similar or almost identical meanings, a hyponym is a word or phrase whose semantic field is included within that of another word; for example: rose is a hyponym of flower, and a hypnym is a word with a general meaning that has basically the same meaning of a more specific word; for example, the word “color” is a hyponym for red, green, blue, brown, etc.

[0070] By acquiring responses in a crowd sourcing manner, the systems and methods herein allow the QA system 210 to answer questions more similarly to a human expert and to be customizable and specific to locales. More specifically (with reference to answering the question of FIG. 4), purely logical rules may require that the correct answer in the multiple-choice example 515 be selection “D” because “stab” and “kill” sometimes overlap, but not always (surely logically eliminating answers A-C). However, depending upon local speech customs, “killing” and “stabbing” can be considered synonyms. By automatically learning that “killing” and “stabbing” are considered synonyms in a sufficient number of situations, the systems and methods herein allow the QA system 210 to answer questions with higher confidence, and provides more flexibility in its word definitions and grammatical/logical rules. The ability of the systems and methods herein to automatically learn of human peculiarities by utilizing crowd sourced responses allows the QA system 210 to respond more consistently as a human would when generating answers to questions. This further underscores the need to filter out non-human responses 280 to the follow-on inquiry because non-human responses may give the correct, albeit purely logical response, if supplied by a machine-based answering system. The QA system 210 herein is able to receive information a human would consider to be a correct response (even if such a response might not be the most correct answer in a purely logical sense).

[0071] Systems and methods herein enable a process by which the QA system 210 generates follow-on inquiries 260 to direct an external source 272, such as an expert community. The QA system 210 uses the responses 280 from the follow-on inquiries to improve its ability to understand and generate candidate answers to questions 220. The QA system 210 may generate hundreds, if not thousands, of candidate answers to the input question 220 and, similarly, develop hundreds, if not thousands, of possible follow-on inquiries 260 to acquire the missing information.

[0072] Referring to FIG. 6, the process of generating the follow-on inquiries includes three main steps: Hypothesis
Generation 520, Hypothesis Ranking 525, and Inquiry Generation 530. The process starts with processing results of the QA system 210 on one or more questions 220 and ends with identifying follow-on inquiries 260. In some embodiments, the follow-on inquiries 260 may be placed in storage for later use, such as crowd sourcing for answers.

[0073] The hypothesis generation step 520 takes the results of the QA system’s processing of the current question 220 as input, including the ranked list of candidate answers 285, and all the evidence that supports and refutes each candidate answer 285. By analyzing the supporting evidence for the candidate answers 285, the QA system 210 identifies “missing information”, which is information that the QA system 210 deems that, if known, will affect its ranking of the candidate answers to the question 220. For example, a piece of missing information may be how “stab” and “kill” are related to each other. Hypotheses that may be generated from this piece of missing information may include “stab equals kill”, “stab is a hyponym of kill”, “stab is a homonym of kill”, etc. Based on its analysis, the QA system 210 generates general linguistic and common sense hypotheses that it believes will help the QA system 210 better evaluate the evidence extracted from the corpus of data 225 for the question 220. In the hypothesis generation step 520, the QA system 210 attempts to deal with a wide range of question types including questions pertaining to How and Why and questions presented in the form of a statement/answer. In the hypothesis generation step 520, the QA system 210 analyzes an input question 220. From the question analysis, the QA system 210 generates and evaluates candidate answers using a variety of question answering processes. In the methods herein, the QA system 210 analyzes an input question 220 to determine precisely what it is asking for. The QA system 210 generates many possible candidate answers through a broad search of large volumes of evidence. For each of the candidate answers, a hypothesis is formed based on considering the candidate answer in the context of the original question and topic. For each hypothesis, the QA system 210 spawns an independent thread that attempts to prove it. The QA system 210 then searches its corpus of data 225 for evidence that supports or refutes each hypothesis. For each evidence-hypothesis pair, the QA system 210 applies several analyses that dissect and analyze the elements of the question and passage along different dimensions of evidence, such as type classification, time, geography, popularity, passage support, source reliability, and semantic relatedness. This results in a very large number of hypotheses and candidate answers.

[0074] According to embodiments herein, the QA system 210 exploits natural language processing and a variety of search techniques to analyze unstructured information to generate likely candidate answers for hypothesis generation (analogous to forward chaining). Forward chaining is one method of reasoning in artificial intelligence systems when using inference rules. Forward chaining starts with the available data and uses inference rules to extract more data (from an external source 272, for example) until a goal is reached. An inference engine using forward chaining searches the inference rules until it finds one where the antecedent (IF clause) is known to be true. When found, it can conclude, or infer, the consequent (THEN clause), resulting in the addition of new information to its data. The inference engine will iterate through this process until a goal is reached. Because the data determines which rules are selected and used, forward chaining is often referred to as data-driven, in contrast to goal-driven.

[0075] Potentially, a very large number of candidate answers and hypotheses can be generated when a collection of questions is analyzed and missing information identified. Since there is a cost associated with validating each hypothesis, embodiments herein seek to determine what information is most important for a follow-on inquiry 260. To that end, once hypotheses are generated at 520, the hypotheses are assessed along a number of dimensions in order to rank a set of hypotheses based on their relative utility; that is, the hypotheses are ranked so that the most important follow-on inquiries 260 are asked first. In the hypothesis ranking step 525, the QA system 210 analyzes the various hypotheses. The ranking processes used by embodiments herein range from simple heuristics rules using shallow lexical pattern matching to deeper semantic reasoning supported by evidence sources and domain ontologies. As an example of a simple heuristic, the presence of certain keywords, or their combinations, in the question and passage could be used to assign a ranking value. This rank is used to determine the order in which the QA system 210 will present follow-on inquiries 260 to the external sources 272 to acquire responses for the follow-on inquiries 260. Some factors that affect a hypothesis’ ranking include but are not limited to:

1. Cumulative Impact 533 on all candidate answers based on the responses to one or more follow-on inquiries—this can be assessed by assuming that the given hypothesis is true and determining its impact on affecting the system performance on a set of seen questions from which the hypothesis was generated.

2. Estimated impact on future questions 536 in the corpus of data 225—this can be determined by determining the likelihood that the hypothesis will appear in relevant content for future questions. The system can estimate the likelihood by using a large background corpus of English text (or domain specific text if the QA system specializes in a particular domain) and computing the frequency that the terms (such as “stab” and “kill”) appear in the text; this frequency is used to estimate the likelihood that the terms will show up in future questions.

3. Answerability 539—likelihood that an intuitive and answerable question may be formulated for a human expert. One aspect of answerability is based on the domain specificity of the question; for example, a question that involves specific medical or legal terminology may require experts in those areas to answer correctly and therefore would have lower answerability for the general public.

[0079] The hypothesis analysis produces several features. These features are then combined based on their learned potential for predicting the right answer. The result of the hypothesis analysis process is a ranked list of candidate answers, each with a confidence score indicating the degree to which the answer is believed correct. In some embodiments, the ranked list may include a link back to the evidence that suggested the answer.

[0080] The evidence collection and scoring is analogous to backward chaining. Backward chaining is the opposite of forward chaining. Backward chaining starts with a list of goals (or a hypothesis) and works backwards from the con-
sequent to the antecedent to see if there is data available that will support any of the consequences.

In the inquiry generation step 530, the QA system 210 converts a hypothesis into a human understandable question. This is done with the aid of the original question 320/ passage 330 pair, using semantic concepts, relations, and data, as well as using background knowledge. Inquiries can take a wide variety of forms, for example, but not limited to, simple Yes/No questions, questions requiring responses on a qualitative scale (e.g., Strongly Disagree-Somewhat Disagree-Neutral-Somewhat Agree-Strongly Agree), or a quantitative response. Hypotheses need to be rendered for interaction with users in human readable forms. This may be a question as simple as: “Does stab mean the same as kill?” However, in some cases, the context in the original question may come into play. For example, “contradicate” and “do not give” may mean the same thing when it comes to prescribing medication, but “do not give your child a lollipop before dinner” does not mean that it is contradicated.

According to embodiments herein, the QA system 210 uses natural language processing, and searches over structured and unstructured information to find evidence for ranking and scoring answers based on natural language content. Search collections vary from small local document collections, to internal organization documents, to the World Wide Web. The direct use by the QA system 210 of readily available knowledge in natural language content makes it more flexible, maintainable, and scalable, as well as cost efficient in considering vast amounts of information and staying current with the latest content.

At 545, one or more follow-on inquiries 260 may be stored in a database from which a processor of the QA system 210 draws questions and into which it stores responses to them. In the case of online interactions, the follow-on inquiry 260 may be posed to an external source 272 who is interacting with the QA system 210 right away so that the results can be used to influence the answer 285 by the QA system 210 in the current interaction.

According to embodiments herein, the QA system 210 can receive a number of responses, for example, from a crowd sourcing environment or an external expert community. These responses can be filtered to make sure that the responses are from actual humans, as opposed to computerized answering systems, and that the responses are above a certain level of accuracy either based upon the reputation of the responder, correlation with the known correct answer, or agreement of the responses with one another. Then, at 550, once the responses are filtered, the high-quality responses can be utilized to increase the knowledge base of the QA system 210, and also used to generate additional rules and evidence to help the question answer system generate candidate answers in the future.

An additional example of the use of follow-on inquiries is described below. Question: This star of “Emmerdale Farm” also plays Elvis in “If You Ever Get to Heaven.”

In this example, the question is looking for a “star”; however, the QA system 210 may not know if that means a star in the sky or a star on the stage. An appropriate answer to the question is “Samuel Kane”. It is possible that a first source from the corpus of data identifies Samuel Kane as an actor. However, the QA system may not be able to determine that Samuel Kane is a “star.” As such, the QA system has identified missing information or a missing link regarding the lexical relationship between an actor and a star. In an embodiment herein, the QA system 210 may direct some follow-on inquiries. Some examples of follow-on inquiries may include:

- Is every actor a star?
- Is every star an actor?
- Are most actors also stars?
- Are many actors also stars?
- If I know that some entity is a star, would I suspect that this entity is an actor?
- If I know that some entity is an actor, would I suspect that this entity is a star?
- If I know that some entity is an actor, can I be certain that this entity is a star?
- Using follow-on inquiries, the QA system 210 tries to determine more about being an actor and being a star. By evaluating the responses to the follow-on inquiries, the QA system 210 determines that this question is asking for a “star.” If the QA system 210 finds a possible answer that is an actor, can it be certain that this answer is a star? Conversely, if the QA system 210 finds a possible answer that is an actor, should it suspect that this answer is a star? According to one resource, the QA system 210 has found a possible answer: Samuel Kane. Based on that information, the QA system 210 believes that Samuel Kane is an actor. Should the QA system 210 conclude that Samuel Kane is a star because it believes that Samuel Kane is an actor? Should the QA system 210 suspect that Samuel Kane is a star because it believes that Samuel Kane is an actor?

An additional example herein employs question expansion to generate follow-on inquiries, as follows:

Question: “This television quiz show host from Mexico was born in the last few days of the 60’s.”

In this example, the question is looking for several specific elements. An appropriate answer to the question is “Marco Antonio Regil.” According to an embodiment herein, the QA system 210 uses the question text to build a keyword search question. The QA system 210 considers many possible expansions of the question; e.g., show is related to program, born is related to birth, television is related to TV, etc. There is a relevant piece of evidence or passage that states, “Marco Antonio Regil (born Dec. 27, 1969) is a Mexican television personality and game show host, born in Tijuana, Mexico.” An embodiment herein can find this relevant passage since it contains the correct answer and some keywords from the clue. The QA system 210 can then look for expansions to the original question that would have produced this passage. The QA system 210 finds several expansions: quiz show is related to game show, Mexico is related to Mexican, 60’s is related to 1969. These could be used as training data to train a more effective question expander if they are actually implied by the clue. Thus, this embodiment can enable the following follow-on inquiries:

- If a question is requesting information about a quiz show, can I be certain that information about a game show is relevant?
- If a question is requesting information about a quiz show, should I be suspect that information about a game show is relevant?
- If a question is requesting information about the 60’s, can I be certain that information about 1969 is relevant?
- If a question is requesting information about the 60’s, should I be certain that information about a 1969 is relevant?
Additionally, the QA system 210 can present follow-on inquiries 260 to potential respondents 270 (internet users, other QA system, etc.) requesting potential respondents 270 to rank the terms of the question from most relevant to the topic of this question to least relevant:

[0102] a) game show
[0103] b) birth
[0104] c) Mexican
[0105] d) program
[0106] e) TV
[0107] f) 1969

The QA system 210 can present follow-on inquiries 260 to potential respondents 270 (internet users, other QA system, etc.) requesting potential respondents 270 to rate the terms on a number scale based on relevance to the topic of this question, for example rate from 1-10 in terms of relevance the following terms:

[0109] a) game show
[0110] b) birth
[0111] c) Mexican
[0112] d) program
[0113] e) TV
[0114] f) 1969

Another embodiment herein employs relation detection for knowledge-based lookup to generate follow-on inquiries. An example of relation detection is described below: Question: “She appeared on the big screen as Rachel Powell in the Hollywood blockbuster K-PAX.”

In this example, the question is looking for a specific person’s name. An appropriate answer to the question is “Mary McCormack.” According to an embodiment herein, the QA system 210 may use the question text and a structured knowledge base to arrive at the correct answer. The structured knowledge base may have an entry labeled Role_In_Movie (“Mary McCormack,” “Rachel Powell,” “K-PAX”). Thus, the QA system 210 would have gotten the answer correct had it concluded that the question was asking for the specific variable that satisfies the following structured question: played_Role_In_Movie (???, “Rachel Powell,” “K-PAX”).

However, the system does not have a detection pattern for Played_Role_In_Movie that matches this clue. It does have a pattern for Played_Role_In_Movie (X,Y,Z) of the form “X played Y in Z.” Thus, it knows that if the text had been “She played Rachel Powell in K-PAX,” then it would have detected this relation and gotten the question right; and as such, it could present a context like this to the respondents 270. However, the QA system 210 did not fully understand the following question: “She appeared on the big screen as Rachel Powell in the Hollywood blockbuster K-PAX.” It thinks it may be able to simplify this question into the following question: “She played Rachel Powell in K-PAX.” It could then present one or more of the following questions given this context: Is this a valid simplification? Can you imagine a correct answer to the simplified form that is not a correct answer to the original question? Can you imagine a correct answer to the original question that is not a correct answer to the simplified form? The original question uses the word “Hollywood” but the simplified form does not. Is “Hollywood” implied in the simplified form? The original question uses the word “Hollywood” but the simplified form does not. Is “Hollywood” a very important concept for answering this question? Please rank the following terms from the original clue that are not in the simplified form as most important to least important in terms of what was lost in simplifying:

[0117] a) appeared
[0118] b) big
[0119] c) screen
[0120] d) Hollywood
[0121] e) blockbuster

To compute the confidence scores for the candidate answers, the QA system 210 uses several criteria: e.g., is the candidate answer satisfying similar lexical and semantic relations (e.g. for a query about an actress starring in a movie, is the candidate answer a female, and does the candidate answer satisfy actor-in-movie relation?); how well does the candidate answer and the query align; how well do the terms match, and do the terms exist in similar order.

The language and knowledge processing infrastructure of the QA system 210 combines statistical and heuristic techniques to assess its own knowledge and produce its best candidate answer 285 with an accurate confidence—a measure of the likelihood it is correct based on a self-assessment of its sources, inference methods, and prior performance. Unfortunately, some of the respondents 270 on the Internet 275 may provide incorrect or misleading result. As noted above, the systems and methods herein can utilize a crowd sourcing technique to obtain responses to the follow-on inquiries 260. Crowd sourcing involves asking external sources 272, such as an expert community, which can be many human Internet/computer users, to provide individual responses to the follow-on inquiries. Understandably, some of the responses from some respondents 270 will be incorrect. However, the “correctness” of the response is a relative statement because, as shown above in the examples in FIG. 5, some semantic and grammatical human ways of asking and answering questions may not be purely logically “correct.” Therefore, what is considered a strong synonym by humans may not be considered a synonym under purely logical rules. Thus, the systems and methods herein learn what the majority of the respondents 270 consider to be the “correct” responses to the follow-on inquiries and use such as a standard of what is “correct” in order to become more humanlike.

Further, what is considered to be the “correct” response to a follow-on inquiry 260 can vary from geographic place to place, depending upon local language usage of humans in the different areas. Therefore, the systems and methods herein not only learn from the majority of all respondents as to what is “correct”, but also learn what the “correct” response is for each of the different geographic areas in which the QA system 210 may be utilized. That is, what may be considered a very close synonym in North America may not be considered a synonym at all in Ireland despite sharing the common English language. The systems and methods herein, therefore, learn what humans consider to be the correct answer component on many different levels.

All of the above schemes and methods enable a QA system to expand its knowledge base as can be contained in a database, correct its processes for future questions using external sources, such as human users on a network or other QA systems, and generally increase its accuracy. As should be apparent, the external or outside sources referenced throughout this application, whether explicitly stated or not, include, but are not limited to, sources accessible to the QA system 210 such as human sources, electronic sources, such as another QA system, or any other source accessible by the QA system 210 that is capable to facilitate responses to the QA system 210 according to the principles embodied in the present disclosure.
The QA system 210 described herein is an application of advanced natural language processing, information retrieval, knowledge representation and reasoning, and machine learning technologies to the field of open-domain question answering using technology for hypothesis generation, massive evidence gathering, analysis, and scoring. In addition to identifying an answer 285, the QA system 210 described herein determines a confidence in its answer 285. If that confidence is low, the system realizes that it may not understand the question. For example, there may be a pun or some syntax that the QA system 210 does not understand. On the other hand, if the confidence is high, the QA system 210 knows it likely understood the question and stands a good chance of getting that question right. Having sufficient information, the QA system 210 can always find documents or passages containing some keywords in common with the question but may lack the precision, depth, and understanding necessary to deliver correct answers with accurate confidence.

The present invention applies to all QA systems now known and as may be developed in the art, and can be implemented by computer or electronic devices now know (or that may become known) in the art.

According to an embodiment herein, a question answering (QA) system includes a processor, an evidence analysis module connected to the processor, a first interface connected to the processor and a second interface connected to the processor, and a corpus of data connected to the evidence analysis module. The QA system is the type capable of producing evidence in support of a candidate answer. A first question to be answered by the QA system is provided through the first interface. The processor creates a collection of candidate answers to the first question from the corpus of data. Each candidate answer has supporting evidence and a score generated by the processor. The evidence analysis module produces a second question (i.e., follow-up inquiry) based on the supporting evidence. The processor presents the second question through the second interface to one or more users. The processor receives at least one response or knowledge item from one or more users through the second interface. The processor validates the at least one response in some embodiments, the processor inputs validated responses into the corpus of data to improve the ability of the QA system to answer questions. The new response or knowledge item changes the supporting evidence for the first question and the scores for the candidate answers. Based on the changed evidence, the QA system generates an answer to the first question through the first interface. The system can be scaled up or down depending on different application requirements.

According to a further embodiment herein, an article of manufacture is provided that includes a computer readable medium having computer readable instructions embodied therein for performing the steps of the computer implemented methods, including, but not limited to, the methods illustrated in FIGS. 1 and 6. Any combination of one or more computer readable non-transitory medium(s) may be utilized. The computer readable medium may be a computer readable signal medium or a computer readable storage medium. The non-transitory computer readable storage medium stores instructions, and a processor executes the instructions to perform the methods described herein. A computer readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any suitable combination of the foregoing. FIG. 7 illustrates exemplary articles of manufacture, such as, a magnetic storage device 560, a portable compact disc read-only memory (CD-ROM) 570, and a “plug-and-play” memory device 580, like a USB flash drive. Any of these devices may have computer readable instructions for carrying out the steps of the methods described above with reference to FIGS. 1 and 6.

Aspects of the present disclosure are described herein with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems) and computer program products according to various embodiments. It will be understood that each block of the flowchart illustrations and/or two-dimensional block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer program instructions. The computer program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

The computer program instructions may be stored in a computer readable medium that can direct a computer, other programmable data processing apparatus, or other devices to function in a particular manner, such as the instructions stored in the computer readable medium produce an article of manufacture including instructions which implement the function/act specified in the flowchart and/or block diagram block or blocks.

Furthermore, the computer program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus or other devices to produce a computer implemented process such that the instructions which execute on the computer or other programmable apparatus provide processes for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

In case of implementing the embodiments herein by software and/or firmware, a program constituting the software may be installed into a computer with dedicated hardware, from a storage medium or a network, and the computer is capable of performing various functions if with various programs installed therein.

A representative hardware environment for practicing the embodiments herein is depicted in FIG. 8. This schematic drawing illustrates a hardware configuration of an information handling/computer system in accordance with the embodiments herein. The system comprises at least one processor or central processing unit (CPU) 610. The CPUs 610 are interconnected via system bus 612 to various devices such as a random access memory (RAM) 614, read-only memory (ROM) 616, and an input/output (I/O) adapter 618. The I/O adapter 618 can connect to peripheral devices, such as disk units 611 and tape drives 613, or other program storage devices that are readable by the system. The system can read the inventive instructions on the program storage devices and follow these instructions to execute the methodology of the embodiments herein.

In FIG. 8, CPUs 610 perform various processing based on a program stored in a Read Only Memory (ROM) 616 or a program loaded from a peripheral device, such as
disk units 611 and tape drives 613 to a Random Access Memory (RAM) 614. In the RAM 614, required data when the CPU 610 performs the various processing or the like is also stored as necessary. The CPU 610, the ROM 616, and the RAM 614 are connected to one another via a bus 612. An input/output adapter 618 is also connected to the bus 612 to provide an input/output interface, as necessary. A removable medium, such as a magnetic disk, an optical disk, a magneto-optical disk, a semiconductor memory, or the like, is installed on the peripheral device, as necessary, so that a computer program read therefrom may be installed into the RAM 614, as necessary.

[0136] The system further includes a user interface adapter 619 that connects a keyboard 615, mouse 617, speaker 624, microphone 622, and/or other user interface devices such as a touch screen device (not shown) to the bus 612 to gather user input. Additionally, a communication adapter 620 including a network interface card such as a LAN card, a modem, or the like connects the bus 612 to a data processing network 625. The communication adapter 620 performs communication processing via a network such as the Internet. A display adapter 621 connects the bus 612 to a display device 623, which may be embodied as an output device such as a monitor (such as a Cathode Ray Tube (CRT), a Liquid Crystal Display (LCD), or the like), printer, or transmitter, for example.

[0137] In the case where the above-described series of processing is implemented with software, the program that constitutes the software may be installed from a network such as the Internet or a storage medium such as the removable medium.

[0138] Those skilled in the art would appreciate that, the storage medium is not limited to the peripheral device having the program stored therein as illustrated in FIG. 7, which is distributed separately from the device for providing the program to the user. Examples of a removable medium include a magnetic disk (including a floppy disk), an optical disk (including a Compact Disk-Read Only Memory (CD-ROM) and a Digital Versatile Disk (DVD)), a magneto-optical disk (including a Mini-Disk (MD) (registered trademark)), and a semiconductor memory. Alternatively, the storage medium may be the ROM 616, a hard disk contained in the storage section 611, or the like, which has the program stored therein and is distributed to the user together with the device that contains them.

[0139] As will be appreciated by one skilled in the art, aspects of the systems and methods herein may be embodied as a system, method, or computer program product. Accordingly, aspects of the present disclosure may take the form of an entirely hardware embodiment, an entirely software embodiment (including firmware, resident software, microcode, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a “circuit,” “module” or “system.” Furthermore, aspects of the present disclosure may take the form of a computer program product embodied in one or more computer readable medium(s) having computer readable program code embodied thereon.

[0140] Any combination of one or more computer readable non-transitory medium(s) may be utilized. The computer readable medium may be a computer readable signal medium or a computer readable storage medium. The non-transitory computer storage medium stores instructions, and a processor executes the instructions to perform the methods described herein.

[0141] A computer readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any suitable combination of the foregoing. More specific examples (a non-exhaustive list) of the computer readable storage medium include the following: an electrical connection having one or more wires, a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), an optical fiber, a magnetic storage device 560 (FIG. 7), a portable compact disc read-only memory (CD-ROM) 570, an optical storage device, a “plug-and-play” memory device 580, like a USB flash drive, or any suitable combination of the foregoing. In the context of this document, a computer readable storage medium may be any tangible medium that can contain, or store a program for use by or in connection with an instruction execution system, apparatus, or device.

[0142] A computer readable signal medium may include a propagated data signal with computer readable program code embodied therein, for example, in a baseband or as part of a carrier wave. Such a propagated signal may take any of a variety of forms, including, but not limited to, electro-magnetic, optical, or any suitable combination thereof. A computer readable signal medium may be any computer readable medium that is not a computer readable storage medium and that can communicate, propagate, or transport a program for use by or in connection with an instruction execution system, apparatus, or device.

[0143] Program code embodied on a computer readable medium may be transmitted using any appropriate medium, including but not limited to wireless, wireline, optical fiber cable, RF, etc., or any suitable combination of the foregoing.

[0144] Computer program code for carrying out operations for aspects of the present disclosure may be written in any combination of one or more programming languages, including an object oriented programming language such as Java, Smalltalk, C++, or the like and conventional procedural programming languages, such as the “C” programming language or similar programming languages. The program code may execute entirely on the user’s computer, partly on the user’s computer, as a stand-alone software package, partly on the user’s computer and partly on a remote computer, or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user’s computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider).

[0145] The flowchart and block diagrams in the figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods, and computer program products according to various embodiments herein. In this regard, each block in the flowchart or block diagrams may represent a module, segment, or portion of code, which comprises one or more executable instructions for implementing the specified logical function(s). It should also be noted that, in some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustration, and
combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware-based systems that perform the specified functions or acts, or combinations of special purpose hardware and computer instructions.

[0146] Deployment types include loading directly in the client, server, and proxy computers via loading a storage medium such as a CD, DVD, etc. The process software may also be automatically or semi-automatically deployed into a computer system by sending the process software to a central server or a group of central servers. The process software is then downloaded into the client computers that will execute the process software. The process software is sent directly to the client system via e-mail. The process software is then either detached to a directory or loaded into a directory by a button on the e-mail that executes a program that detaches the process software into a directory. Alternatively, the process software is sent directly to a directory on the client computer hard drive. When there are proxy servers, the process will select the proxy server code, determine on which computers to place the proxy servers’ code, transmit the proxy server code, and then install the proxy server code on the proxy computer. The process software will be transmitted to the proxy server, and then stored on the proxy server.

[0147] While it is understood that the process software may be deployed by manually loading directly in the client, server, and proxy computers via loading a storage medium such as a CD, DVD, etc., the process software may also be automatically or semi-automatically deployed into a computer system by sending the process software to a central server or a group of central servers. The process software is then downloaded into the client computers that will execute the process software. Alternatively, the process software is sent directly to the client system via e-mail. The process software is then either detached to a directory or loaded into a directory by a button on the e-mail that executes a program that detaches the process software into a directory. Another alternative is to send the process software directly to a directory on the client computer hard drive. When there are proxy servers, the process will select the proxy server code, determine on which computers to place the proxy servers’ code, transmit the proxy server code, and then install the proxy server code on the proxy computer. The process software will be transmitted to the proxy server, and then stored on the proxy server.

[0148] In FIG. 9, step 700 begins the deployment of the process software. The first thing is to determine if there are any programs that will reside on a server or servers when the process software is executed 701. If this is the case, then the servers that will contain the executables are identified 809. The process software for the server or servers is transferred directly to the servers’ storage via FTP or some other protocol, or by copying through the use of a shared file system 810. The process software is then installed on the servers 811.

[0149] Next, a determination is made on whether the process software is to be deployed by having users access the process software on a server or servers 702. If the users are to access the process software on servers, then the server addresses that will store the process software are identified 703.

[0150] A determination is made if a proxy server is to be built 800 to store the process software. A proxy server is a server that sits between a client application, such as a Web browser, and a real server. It intercepts all requests to the real server to see if it can fulfill the request itself. If not, it forwards the request to the real server. The two primary benefits of a proxy server are to improve performance and to filter requests. If a proxy server is required, then the proxy server is installed 801. The process software is sent to the servers either via a protocol such as FTP or it is copied directly from the source files to the server files via file sharing 802. Another embodiment would be to send a transaction to the servers that contain the process software and have the server process the transaction, then receive and copy the process software to the server’s file system. Once the process software is stored at the servers, the users, via their client computers, can access the process software on the servers and copy it to their client computers file systems 803. Another embodiment is to have the servers automatically copy the process software to each client and then run the installation program for the process software at each client computer. The users execute the program that installs the process software on their client computer 812, and then exit the process 708.

[0151] In step 704, a determination is made whether the process software is to be deployed by sending the process software to users via e-mail. The set of users where the process software will be deployed are identified together with the addresses of the user client computers 705. The process software is sent via e-mail 804 to each of the users’ client computers. The users receive the e-mail 805 and then detach the process software from the e-mail to a directory on their client computers 806. The users execute the program that installs the process software on their client computer 812, and then exit the process 708.

[0152] Lastly, a determination is made on whether to the process software will be sent directly to user directories on their client computers 706. If so, the user directories are identified 707. The process software is transferred directly to the users’ client computer directory 807. This can be done in several ways such as but not limited to sharing of the file system directories and then copying from the sender’s file system to the recipient users’ file system or alternatively using a transfer protocol such as File Transfer Protocol (FTP). The users access the directories on their client file systems in preparation for installing the process software 808. The users execute the program that installs the process software on their client computer 812, and then exit the process 708.

[0153] The process software is integrated into a client, server, and network environment by providing for the process software to coexist with applications, operating systems, and network operating systems software, and then installing the process software on the clients and servers in the environment where the process software will function.

[0154] The first step is to identify any software on the clients and servers including the network operating system where the process software will be deployed that are required by the process software or that work in conjunction with the process software. This includes the network operating system that is software that enhances a basic operating system by adding networking features.

[0155] Next, the software applications and version numbers will be identified and compared to the list of software applications and version numbers that have been tested to work with the process software. Those software applications that are missing or that do not match the correct version will be upgraded with the correct version numbers. Program instructions that pass parameters from the process software to the software applications will be checked to ensure the parameter lists match the parameter lists required by the
process software. Conversely, parameters passed by the software applications to the process software will be checked to ensure the parameters match the parameters required by the process software. The client and server operating systems including the network operating systems will be identified and compared to the list of operating systems, version numbers, and network software that have been tested with the process software. Those operating systems, version numbers, and network software that do not match the list of tested operating systems and version numbers will be upgraded on the clients and servers to the required level.

After ensuring that the software, where the process software is to be deployed, is at the correct version level that has been tested to work with the process software, the integration is completed by installing the process software on the clients and servers.

In FIG. 10, step 820 begins the integration of the process software. The first thing is to determine if there are any process software programs that will execute on a server or servers 821. If this is not the case, then integration proceeds to step 827. If this is the case, then the server addresses are identified 822. The servers are checked to see if they contain software that includes the operating system (OS), applications, and network operating systems (NOS), together with their version numbers, that have been tested with the process software 823. The servers are also checked to determine if there is any missing software that is required by the process software 823.

A determination is made if the version numbers match the version numbers of OS, applications, and NOS that have been tested with the process software 824. If all of the versions match and there is no missing required software, the integration continues in step 827.

If one or more of the version numbers do not match, then the unmatched versions are updated on the server or servers with the correct versions 825. Additionally, if there is missing required software, then it is updated on the server or servers 825. The server integration is completed by installing the process software 826.

Step 827, which follows either step 821, 824, or 826, determines if there are any programs of the process software that will execute on the clients. If no process software programs execute on the clients, the integration proceeds to step 830 and exits. If this not the case, then the client addresses are identified 828.

The clients are checked to see if they contain software that includes the operating system (OS), applications, and network operating systems (NOS), together with their version numbers, that have been tested with the process software 829. The clients are also checked to determine if there is any missing software that is required by the process software 829.

A determination is made as to whether the version numbers match the version numbers of OS, applications, and NOS that have been tested with the process software 831. If all of the versions match and there is no missing required software, then the integration proceeds to step 830 and exits.

If one or more of the version numbers do not match, then the unmatched versions are updated on the clients with the correct versions 832. In addition, if there is missing required software then it is updated on the clients 832. The client integration is completed by installing the process software on the clients 833. The integration proceeds to step 830 and exits.

The process software can be stored on a shared file system accessible from one or more servers. The process software is executed via transactions that contain data and server processing requests that use CPU units on the accessed server. CPU units are units of time such as minutes, seconds, hours on the central processor of the server. Additionally, the assessed server may make requests of other servers that require CPU units. CPU units are an example that represents one measurement of use. Other measurements of use include but are not limited to network bandwidth, memory usage, storage usage, packet transfers, complete transactions etc. When multiple customers use the same process software application, their transactions are differentiated by the parameters included in the transactions that identify the unique customer and the type of service for that customer. All of the CPU units and other measurements of use that are used for the services for each customer are recorded. When the number of transactions to any one server reaches a number that begins to affect the performance of that server, other servers are accessed to increase the capacity and to share the workload. Likewise, when other measurements of use such as network bandwidth, memory usage, storage usage, etc. approach a capacity so as to affect performance, additional network bandwidth, memory usage, storage etc. are added to share the workload. The measurements of use used for each service and customer are sent to a collecting server that sums the measurements of use for each customer for each service that was processed anywhere in the network of servers that provide the shared execution of the process software. The summed measurements of use units are periodically multiplied by unit costs and the resulting total process software application service costs are alternatively sent to the customer and/or indicated on a web site accessed by the customer, which then remits payment to the service provider. In another embodiment, the service provider requests payment directly from a customer account at a banking or financial institution. In another embodiment, if the service provider is also a customer of the customer that uses the process software application, the payment owed to the service provider is reconciled to the payment owed by the service provider to minimize the transfer of payments.

The process software is shared, simultaneously serving multiple customers in a flexible, automated fashion. It is standardized, requiring little customization, and it is scalable, providing capacity on demand in a pay-as-you-go model.

The process software can be stored on a shared file system accessible from one or more servers. The process software is executed via transactions that contain data and server processing requests that use CPU units on the accessed server. CPU units are units of time such as minutes, seconds, hours on the central processor of the server. Additionally, the assessed server may make requests of other servers that require CPU units. CPU units are an example that represents one measurement of use. Other measurements of use include but are not limited to network bandwidth, memory usage, storage usage, packet transfers, complete transactions etc. When multiple customers use the same process software application, their transactions are differentiated by the parameters included in the transactions that identify the unique customer and the type of service for that customer. All of the CPU units and other measurements of use that are used for the services for each customer are recorded. When the number of transactions to any one server reaches a number...
that begins to affect the performance of that server, other servers are accessed to increase the capacity and to share the workload. Likewise, when other measurements of use such as network bandwidth, memory usage, storage usage, etc. approach a capacity so as to affect performance, additional network bandwidth, memory usage, storage etc. are added to share the workload.

[0168] The measurements of use for each service and customer are sent to a collecting server that sums the measurements of use for each customer for each service that was processed anywhere in the network of servers that provide the shared execution of the process software. The summed measurements of use units are periodically multiplied by unit costs and the resulting total process software application service costs are alternatively sent to the customer and/or indicated on a web site accessed by the customer, which then remits payment to the service provider.

[0169] In another embodiment, the service provider requests payment directly from a customer account at a banking or financial institution.

[0170] In another embodiment, if the service provider is also a customer of the customer that uses the process software application, the payment owed to the service provider is reconciled to the payment owed by the service provider to minimize the transfer of payments.

[0171] In FIG. 11, step 840 begins the On Demand process. A transaction is created that contains the unique customer identification, the requested service type, and any service parameters that further specify the type of service 841. The transaction is then sent to the main server 842. In an On Demand environment, the main server can initially be the only server, then, as capacity is consumed, other servers are added to the On Demand environment.

[0172] The server central processing unit (CPU) capacities in the On Demand environment are queried 843. The CPU requirement of the transaction is estimated, then the servers' available CPU capacity in the On Demand environment are compared to the transaction CPU requirement to see if there is sufficient CPU capacity available in any server to process the transaction 844. If there is not sufficient server CPU capacity available, then additional server CPU capacity is allocated to process the transaction 846. If there was already sufficient CPU capacity available, then the transaction is sent to a selected server 845.

[0173] Before executing the transaction, a check is made of the remaining On Demand environment to determine if the environment has sufficient available capacity for processing the transaction. This environment capacity consists of such things as, but not limited to, network bandwidth, processor memory, storage etc. 846. If there is not sufficient available capacity, then capacity will be added to the On Demand environment 847. Next, the required software to process the transaction is accessed, loaded into memory, then the transaction is executed 849.

[0174] The usage measurements are recorded 850. The usage measurements consist of the portions of those functions in the On Demand environment that are used to process the transaction. The usage of such functions as, but not limited to, network bandwidth, processor memory, storage and CPU cycles are what is recorded. The usage measurements are summed, multiplied by unit costs, and then recorded as a charge to the requesting customer 851. If the customer has requested that the On Demand costs be posted to a web site 852, then they are posted 853.

[0175] If the customer has requested that the On Demand costs be sent via e-mail to a customer address 854, then they are sent 855. If the customer has requested that the On Demand costs be paid directly from a customer account 856, then payment is received directly from the customer account 857. The last step is to exit the On Demand process 858.

[0176] The process software may be deployed, accessed and executed through the use of a virtual private network (VPN), which is any combination of technologies that can be used to secure a connection through an otherwise unsecured or untrusted network. The use of VPNs is to improve security and for reduced operational costs. The VPN makes use of a public network, usually the Internet, to connect remote sites or users together. Instead of using a dedicated, real-world connection such as a leased line, the VPN uses “virtual” connections routed through the Internet from the company’s private network to the remote site or employee.

[0177] The process software may be deployed, accessed, and executed through either a remote-access or a site-to-site VPN. When using the remote-access VPNs, the process software is deployed, accessed, and executed via the secure, encrypted connections between a company’s private network and remote users through a third-party service provider. The enterprise service provider (ESP) sets a network access server (NAS) and provides the remote users with desktop client software for their computers. The telecommuters can then dial a toll-free number or attach directly via a cable or DSL modem to reach the NAS and use their VPN client software to access the corporate network and to access, download, and execute the process software.

[0178] When using the site-to-site VPN, the process software is deployed, accessed, and executed through the use of dedicated equipment and large-scale encryption, which are used to connect a company’s multiple fixed sites over a public network, such as the Internet.

[0179] The process software is transported over the VPN via tunneling, which is the process of placing an entire packet within another packet and sending it over a network. The protocol of the outer packet is understood by the network and both points, called tunnel interfaces, where the packet enters and exits the network.

[0180] In FIGS. 12 and 13, step 860 begins the Virtual Private Network (VPN) process. A determination is made to see if a VPN for remote access is required 861. If it is not required, then proceed to 862. If it is required, then determine if the remote access VPN exists 864.

[0181] If it does exist, then proceed to 865. Otherwise, identify the third party provider that will provide the secure, encrypted connections between the company’s private network and the company’s remote users 876. The company’s remote users are identified 877. The third party provider then sets up a network access server (NAS) 878 that allows the remote users to dial a toll-free number or attach directly via a cable or DSL modem to access, download, and install the desktop client software for the remote-access VPN 879.

[0182] After the remote access VPN has been built, or if it has been previously installed, the remote users can then access the process software by dialing into the NAS or attaching directly via a cable or DSL modem into the NAS 865. This allows entry into the corporate network where the process software is accessed 866. The process software is transported to the remote users’ desktop over the network via tunneling. That is, the process software is divided into packets and each packet, including the data and protocol, is placed within
another packet 867. When the process software arrives at the remote users’ desktop, it is removed from the packets, reconstituted, and executed on the remote users’ desktop 868.

[0183] A determination is made to see if a VPN for site-to-site access is required 862. If it is not required, then proceed to exit the process 863. Otherwise, determine if the site-to-site VPN exists 869. If it does exist, then proceed to 872. Otherwise, install the dedicated equipment required to establish a site-to-site VPN 870. Then build the large-scale encryption into the VPN 871.

[0184] After the site-to-site VPN has been built, or if it had been previously established, the users access the process software via the VPN 872. The process software is transported to the site users over the network via tunneling 873. That is, the process software is divided into packets and each packet, including the data and protocol, is placed within another packet 874. When the process software arrives at the remote users’ desktop, it is removed from the packets, reconstituted, and executed on the site users’ desktop 875. Proceed to exit the process 863.

[0185] The terminology used herein is for the purpose of describing particular embodiments only and is not intended to be limiting of this disclosure. As used herein, the singular forms “a”, “an”, and “the” are intended to include the plural forms as well, unless the context clearly indicates otherwise. It will be further understood that the terms “comprises” and/or “comprising,” when used in this specification, specify the presence of stated features, integers, steps, operations, elements, and/or components, but do not preclude the presence or addition of one or more other features, integers, steps, operations, elements, components, and/or groups thereof.

[0186] The corresponding structures, materials, acts, and equivalents of all means or step plus function elements in the claims below are intended to include any structure, material, or act for performing the function in combination with other claimed elements as specifically claimed. The descriptions of the various embodiments herein have been presented for purposes of illustration, but are not intended to be exhaustive or limited to the embodiments disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope and spirit of the described embodiments. The terminology used herein was chosen to best explain the principles of the embodiments, the practical application or technical improvement over technologies found in the marketplace, or to enable others of ordinary skill in the art to understand the embodiments disclosed herein.

What is claimed is:

1. A computerized device for generating secondary questions in a question-answer system, comprising:
   a question-answer system comprising software for performing a plurality of question answering processes and a corpus of data;
   a receiver receiving a question into said question-answer system;
   a processor operatively connected to said question-answer system, said processor:
      identifying missing information from said corpus of data, said missing information comprising any information that improves confidence scores for candidate answers to said question;
      generating a plurality of hypotheses concerning said missing information;
   generating at least one secondary question based on each of said plurality of hypotheses; and
   ranking said hypotheses based on relative utility to determine an order in which to output said at least one secondary question to external sources.
   2. The computerized device of claim 1, said processor generating a plurality of hypotheses further comprising:
      analyzing said question;
      for each of said candidate answers, forming a hypothesis based on considering each candidate answer in context of said question;
      spawning an independent thread that attempts to prove said candidate answer;
      extracting evidence related to each hypothesis from a corpus of data; and
      for each evidence-hypothesis pair, analyzing elements of said question and said evidence.

3. The computerized device of claim 2, said analyzing elements of said question and said evidence being along dimensions selected from the group consisting of:
   type classification,
   time,
   geography,
   popularity,
   passage support,
   source reliability, and
   semantic relatedness.

4. The computerized device of claim 1, said missing information comprising a data, a fact, a syntactical relationship, a grammatical relationship, a logical rule, or a taxonomy rule.

5. The computerized device of claim 4, further comprising a network interface outputting said at least one secondary question to said external sources to obtain responses, factors affecting said ranking said hypotheses further comprising at least one of:
   cumulative impact on all candidate answers based on said responses to one or more secondary questions, estimated impact on future questions in said corpus of data based on determining a likelihood that a hypothesis will appear in relevant content for future questions, frequency of observation of terms in said question in said corpus of data, and likelihood that an intuitive and answerable secondary question may be formulated for a human expert.

6. The computerized device of claim 1, said processor generating at least one secondary question comprising forming a natural-language inquiry; and
   said processor generating at least one secondary question comprising at least one of:
   using said question and said evidence to formulate said at least one secondary question, using semantic concepts to formulate said at least one secondary question, using relations and data to formulate said at least one secondary question, and using background knowledge to formulate said at least one secondary question.

7. The computerized device of claim 1, said processor generating at least one secondary question selected from the group consisting of:
   simple Yes/No questions;
   questions requiring responses on a qualitative scale; and
   questions requiring a quantitative response.
8. A computer system for generating follow-on inquiries in a question-answer system, comprising:
a computer system comprising:
  a corpus of data;
  a processor operatively connected to said corpus of data,
said processor having software for performing a plurality of question answering processes; and
  a receiver operatively connected to said processor;
said receiver receiving a question into said automated QA system,
said processor comparing said question to said corpus of data and generating a plurality of candidate answers to said question from said corpus of data,
said processor identifying missing information from said corpus of data, said missing information comprising any information that improves a confidence score for at least one candidate answer in said plurality of candidate answers,
said processor generating a plurality of hypotheses concerning said question and said plurality of candidate answers,
said processor generating at least one follow-on inquiry based on each of said plurality of hypotheses, and said processor ranking said hypotheses based on relative utility to determine an order in which said QA system outputs said at least one follow-on inquiry to external sources.
9. The computer system of claim 8, further comprising:
a network interface outputting said at least one follow-on inquiry to an external expert community source separate from said QA system and receiving from said external expert community source at least one response to said at least one follow-on inquiry,
factors affecting said ranking said hypotheses further comprising at least one of:
cumulative impact on all candidate answers based on responses to one or more follow-on inquiries,
estimated impact on future questions in said corpus of data based on determining a likelihood that a hypothesis will appear in relevant content for future questions,
frequency of observation of terms in said question in said corpus of data, and
likelihood that an intuitive and answerable follow-on inquiry may be formulated for a human expert.
10. The computer system of claim 8, said processor generating a plurality of hypotheses further comprising:
analyze said question;
for each of said candidate answers, forming a hypothesis based on considering each candidate answer in context of said question;
sauging an independent thread that attempts to prove said candidate answer;
extracting evidence related to each hypothesis from said corpus of data; and
for each evidence-hypothesis pair, analyzing elements of said question and said evidence.
11. The computer system of claim 10, said analyzing elements of said question and said evidence being along dimensions selected from the group consisting of:
type classification, time, geography,
analyzing said first question; for each candidate answer in said collection of candidate answers, forming a hypothesis based on considering each candidate answer in context of said first question; spawning an independent thread that attempts to prove said candidate answer; extracting evidence related to each hypothesis from said corpus of data; and for each evidence-hypothesis pair, analyzing elements of said first question and said evidence along dimensions selected from the group consisting of: type classification, time, geography, popularity, passage support, source reliability, and semantic relatedness.

17. The question answering system of claim 14, factors affecting said ranking said hypotheses further comprising at least one of: cumulative impact based on said responses to one or more secondary questions, estimated impact on future questions based on how well said hypothesis generalizes, frequency of observations in background knowledge base, and likelihood that an intuitive and answerable question may be formulated for a human expert.

18. The question answering system of claim 14, said evidence analysis module producing a secondary question based on said hypotheses comprising forming a natural-language inquiry; and said evidence analysis module producing a secondary question comprising at least one of: using said question and evidence to generate said secondary question, using semantic concepts to generate said secondary question, using relations and data to generate said secondary question, and using background knowledge to generate said secondary question.

19. The question answering system of claim 14, said secondary question being selected from the group consisting of: simple Yes/No questions; questions requiring responses on a qualitative scale; and questions requiring a quantitative response.

20. A non-transitory computer readable storage medium readable by a computerized device, said computerized device comprising a question-answer system, said non-transitory computer readable storage medium storing instructions executable by said computerized device to perform a method comprising: identifying missing information from a corpus of data, said missing information comprising any information that improves confidence scores for candidate answers to a question; automatically generating a plurality of hypotheses concerning said question and said candidate answers to said question; automatically generating at least one secondary question based on each of said plurality of hypotheses; and ranking said hypotheses based on relative utility to determine an order in which to output said at least one secondary question to external sources to obtain responses.

21. The non-transitory computer readable storage medium of claim 20, said automatically generating a plurality of hypotheses further comprising: analyzing said question; for each of said candidate answers, forming a hypothesis based on considering each candidate answer in context of said question; spawning an independent thread that attempts to prove said candidate answer; extracting evidence related to each hypothesis from said corpus of data; and for each evidence-hypothesis pair, analyzing elements of said question and said evidence along dimensions selected from the group consisting of: type classification, time, geography, popularity, passage support, source reliability, and semantic relatedness.

23. The non-transitory computer readable storage medium of claim 20, factors affecting said ranking said hypotheses further comprising at least one of: cumulative impact on all candidate answers based on said responses to one or more secondary questions, estimated impact on future questions in said corpus of data based on determining a likelihood that a hypothesis will appear in relevant content for future questions, frequency of observation of terms in said question in said corpus of data, and likelihood that an intuitive and answerable secondary question may be formulated for a human expert.

24. The non-transitory computer readable storage medium of claim 20, said generating at least one secondary question comprising formulating a natural language inquiry, and said generating at least one secondary question comprising at least one of: using said question and said evidence to formulate said at least one secondary question, using semantic concepts to formulate said at least one secondary question, using relations and data to formulate said at least one secondary question, and using background knowledge to formulate said at least one secondary question.

25. The non-transitory computer readable storage medium of claim 20, said at least one secondary question selected from the group consisting of: simple Yes/No questions; questions requiring responses on a qualitative scale; and questions requiring a quantitative response.